Toward Enhanced Metadata Quality of Large-Scale Digital Libraries:
Estimating Volume Time Range

The Big Challenge

It is common that metadata records are incomplete in large-
scale digital libraries. E.g. 13% publish dates are missing in
HT’s non-Google digitized public domain collection
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Questions

When is a book published?

v

Can we tell it by looking at the book content? v
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Takeaways

Higher-order n-grams like bigrams and trigrams are more effective
than unigrams
Proposed bag-of-character to capture OCR errors as a feature

Temporal entropy (TE) is an effective term weighting strategy
The methodology works reasonably well on HT digital library data
Can generalize to other large-scale digital library metadata records
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